Daisy the Great:	00:05	MUSIC
CRAIG:	00:07	HI. This is Craig Smith with a new podcast about artificial intelligence. Alan Turing, as most listeners know, was a British mathematician whose work laid the foundations for computer science and artificial intelligence. The Turing Award is now the highest distinction in those fields and this week I talk to one of the latest Turing Award recipients, Yoshua Bengio, whose work helped bring neural networks to where they are today. But what many people outside the field don't know is that Yoshua is one of a pair of brothers who began their journey into machine learning together. His brother, Samy, was an early partner in their research and has since become one of the most prominent computer scientists in the space. Samy eventually joined Google Brain where he leads a team now focused on understanding how neural networks work. While Yoshua founded the Montreal Institute for Learning Algorithms and a company, Element AI, which makes AI products for industry. I was lucky to find them both in the same place at the same time and got them to sit down for the first interview that they have given together. We talked about their unconventional parents, their first computer - an Atari 800 - and their early collaboration on neural networks, as well as what they see as the challenges going forward. I hope you enjoy the conversation as much as I did.
CRAIG:	01:37	So we're here at NeurIPS, sitting very cozily around a Canadian campfire. I've got the Bengio brothers together, I think possibly for the first time in an interview situation. Yoshua Bengio lives in Montreal. Samy, lives in Mountain View, California.
SAMY:	01:55	Yes.
CRAIG:	01:56	Fortunately, they're together here today and I have always found it fascinating that there are such prominent brothers in such a rarefied space. You're some of the most recognized names in machine learning. So I wanted to hear a little bit about your background. I know you were born in France, but moved around. You spent some time in North Africa. Can you tell me a little bit about your childhood? What did your parents do that took you around the world?
YOSHUA:	02:23	Our parents were hippies - in the '60s, right? I think they gave us both the interest in science and the humanist values that we've kept and that today in AI are really important.
CRAIG:	02:36	Were they academics?
SAMY:	02:38	No, but for instance, they were in the, you know, May '68 revolution, so they were in the middle of it and
YOSHUA:	02:44	They were students at Paris's universities when we were very young.
CRAIG:	02:48	So you were like four or five years old in '68? Did they leave France after that?
SAMY:	02:54	No, no. We all left France in '77.
CRAIG:	02:57	And what was your father's profession?
YOSHUA:	02:59	He studied as a pharmacist. He also studied philosophy and eventually he ended up doing mostly working the arts and theater and the scene and not making a lot of money. My mother, she studied economics and she worked all kinds of jobs but eventually worked also in the same field, helping artists, basically managing artists.
CRAIG:	03:18	What took the family then to Morocco, is that right?
YOSHUA:	03:21	My parents were born in Morocco and in a way my brother and I are really lucky to have been among the few in this country and many other poor countries who ended up being raised and born in rich countries like France. And eventually we moved to Canada and I think we have a responsibility to look back at all these other people in developing countries who are not enjoying the privilege that we have here.
SAMY:	03:43	We did move to Morocco for a year for my father to do his military service there. So that's what brought all of us there.
YOSHUA:	03:51	That's right. That's right. Just after the revolution, a lot of Jews, you know, left Morocco in the early sixties and actually a lot went to France and went to Canada and the US and Israel.
CRAIG:	04:05	After Morocco you went back to France?
SAMY:	04:08	To France for two years. But we all decided together that it was good to immigrate in Canada to start a new life.
CRAIG:	04:14	Was there a particular reason, the political climate in France?
SAMY:	04:18	No. They had this dream of going to the New World and start over and we had family already there, so it was easier to immigrate in Canada.
YOSHUA:	04:26	My grandparents were here.
CRAIG:	04:28	Oh, I see. Yeah, so Canada's fortunate in that way.
SAMY:	04:32	We're also fortunate.
CRAIG:	04:33	That's, that's right, that's right. You came then to Montreal.
YOSHUA:	04:37	So I've been living in Montreal for 40-odd years.
CRAIG:	04:41	Wow. And when did the interest in computer science or science generally start?
YOSHUA':	04:46	That's a really interesting question.
SAMY:	04:47	Very early.
YOSHUA:	04:48	Because it's not independent events.
SAMY:	04:49	No, no. Together we were fascinated by the early small computers we could find.
YOSHUA:	04:54	So early as teens.
SAMY:	04:56	We went to the US to buy our first computer together with money that we had been able to find because we were really not rich and we bought our first small computer, an Atari 800.
CRAIG:	05:08	Oh, is that right? An Atari 800.
SAMY:	05:08	We started playing together with it and understanding how it works, what kind of program we could do.
YOSHUA:	05:13	Programming in Basic, with the programs being stored on tapes. There were not even disks. This was before floppy disks.
SAMY:	05:19	It was the early days.
CRAIG:	05:21	And from the Atari, then you went on to ...
YOSHUA:	05:24	We both went into studies in universities that were computer related, so I did computer engineering and then computer science.
SAMY:	05:32	And I did computer science from the beginning. And I did University of Montreal and Yoshua did McGill.
CRAIG:	05:38	From that point, did your paths diverge or have you always?
SAMY:	05:43	Not at this point. No. No, actually we converged first.
YOSHUA:	05:46	Right. That's where the neural net thing really came together. So in '85, I started my Masters and I read a few neural net papers and I started reading some Geoff Hinton papers and the connectionists. In '86 the first really important book, the PDP book, came out and all of that was transformative for me and I fell in love with AI and with neural networks research trying to both understand the brain and intelligence and build intelligent machines.
CRAIG:	06:12	And Hinton was where then?
YOSHUA:	06:14	He was at CMU.
CRAIG:	06:16	CMU, yeah.
YOSHUA:	06:17	And later came to UofT in Canada.
CRAIG:	06:20	That's right.
SAMY:	06:20	And on my side, after my Masters, I was looking for something to do and Yoshua's was telling me about neural nets. And I started a PhD in '89 in neural nets. At that time there was actually nobody in my university doing anything like that. So although I found a supervisor, I worked mostly with Yoshua, trying to find interesting research.
YOSHUA:	06:39	And we had several really cool papers then.
CRAIG:	06:42	Is that right?
SAMY:	06:43	So the topic of my thesis that we jointly discussed was about something that is now called AutoML. So it's something that
YOSHUA:	06:50	Learning to learn.
SAMY:	06:51	Learning to learn, that was not a big thing for 25 years, but in the last two, three years is has come suddenly to be very important. Of course, when we worked on it 25 years ago, it was much smaller.
YOSHUA:	07:01	We didn't have the computational power to really execute on these ideas.
SAMY:	07:05	I think most of the ideas were there, it's just that we did not exploit them as much as we can now.
CRAIG:	07:10	Yeah. What drove you to stick with neural nets during that 'winter' that everyone talks about it?
YOSHUA:	07:16	I'm kind of stubborn and I believe in my own vision and I thought everybody was wrong and I was right, you know? I think another reason is I had a few friends who believed the same thing as me, like Yann and Geoff.
CRAIG:	07:27	Yeah.
YOSHUA:	07:28	And that made a whole world of difference because when you have a support network - with CIFAR, that eventually formalized this - it really helps to keep you psychologically, you know, into the direction you've chosen.
CRAIG:	07:40	That's right.
SAMY:	07:40	There were clearly more things to learn and more things to understand in this field and so there was no need to change and to do like everyone. We could keep working on that.
YOSHUA:	07:51	Another important thing as far as I'm concerned is in Canada, the government for many decades has been investing in curiosity-based funding of research, so you didn't have to do something that would have an application that was clear. And so I got reasonably well-funded even through the hard times, even when it was not fashionable.
CRAIG:	08:11	I know from my talks with Geoff Hinton that one of the reasons that he came to Canada was CIFAR and that freedom.
YOSHUA:	08:18	I would say one of the reasons for the success of Mila, the institute that I founded, and of the group that, you know, I've been leading, is the importance we give to freedom to, you know, letting people explore what they want. And at the same time a lot of collaboration and these are the values of scientific research, which allow to do more than incremental progress.
CRAIG:	08:37	Yeah. Before I go on to the research, do you have siblings?
YOSHUA:	08:40	Nope.
CRAIG:	08:41	You are them. You're the Bengios.
SAMY:	08:48	We're all of it.
CRAIG:	08:48	At what point did you start to diverge?
SAMY:	08:51	So after I finished my PhD and did a few postdocs, I decided to accept a position of research scientist in Switzerland where there was a small research lab that let me keep working on neural nets and do the research I wanted to do. And I felt it was important to maybe go somewhere else rather than staying with Yoshua because you want to explore new colleagues, new ways of thinking. That's how research works. And so it was very important to go somewhere else. And that lab was small but very interesting. And I could have PhD students and get funding. In Switzerland it's very easy to get funding so you could do your research. We had enough compute power, so it was all good. And so on my side I started working on the same topic and more, but in Switzerland, while still working together. We actually had a PhD student that was first my PhD student, then became his PhD student, then came back and was my PhD student.
CRAIG:	09:41	That's great.
SAMY:	09:42	And that person has a very nice career now. So he's at Facebook.
CRAIG:	09:48	You were in Switzerland what years?
SAMY:	09:49	'99 to 2007
CRAIG:	09:51	Okay. And then you joined Google.
SAMY:	09:54	Then I joined Google in California. Yes.
CRAIG:	09:56	And that was kind of a big moment in each of your careers.
SAMY:	10:01	The reason I joined Google, so I was able to keep working on my research. There was no difference. The difference was the attraction of, at that time, I would say, access to more data, which was what I thought was important at that time. And access to more compute power to actually develop and consider machine learning models that could work on bigger problems.
CRAIG:	10:19	Yeah.
SAMY:	10:20	That was the attraction point. And also I was told that I could do my own research without having to work on product if needed. But as long as I could have impact, I said that sounds like a good deal.
CRAIG:	10:30	Yeah, sure. And Yoshua, you've been very outspoken about why you did not go into industry.
YOSHUA:	10:37	There's a bottleneck for training the next generation, right? Which are the professors who can supervise the next grad students.
CRAIG:	10:44	So there is a bottleneck in that regard. But also Google has the data, or not only Google, but industry has the data, they have the compute and academia is left with much less data.
YOSHUA:	10:55	But academia has the students!
SAMY:	10:57	Yeah. I think the boundaries are much more subtle than that today. We can find a lot of data everywhere. We can find a lot of compute power everywhere. And we have research scientists that are both in academia and in industry. I think things have been, it's not one or the other. You can do both if that's what you think is the best.
YOSHUA:	11:16	It's a gray zone.
SAMY:	11:17	There are also industry places where you do more applied work. So you actually only work on things that are useful for the company in the short term. And there are industries that are looking further because maybe they have enough money to do that. And so they actually do research that looks a lot like academic research where they think further, they also publish their work. So the distinction is by far not like it was.
CRAIG:	11:37	Yeah. Right.
SAMY:	11:38	It's a continuum.
CRAIG:	11:39	Right. Google, or companies like Google, are funding institutes. They gave quite a bit of money to Mila recently.
SAMY:	11:47	They see that It's both - two way thing where everybody can benefit.
CRAIG:	11:50	And does that make a difference to you, that kind of funding?
YOSHUA:	11:53	Sure. But the vast majority of our funding is government.
CRAIG:	11:56	It's still government.
YOSHUA:	11:57	Yeah. Yeah.
CRAIG:	11:58	Do you think that will change over time? That industry will see the need to keep the research institutes well-funded?
YOSHUA:	12:05	Well, for now, industry funding is only increasing as the interest in deep learning and AI is booming like crazy.
CRAIG:	12:11	Yeah.
YOSHUA:	12:12	So, I don't have a crystal ball, but what is important is to keep a strong base of government funding because that's generally more stable. Industry can go up and down.
CRAIG:	12:22	Yeah.
SAMY:	12:23	I was about to say when I started at Google, I don't think the industry was interested in the kind of research that say Yoshua is doing or even what I was doing. I did my research, but it didn't have the impact that it has today. So it changes because suddenly the industry sees that it actually works for solving their problem and they also think that they need to understand more so that they would solve their problem of tomorrow. So today there's big funding. Tomorrow we don't know. We'll see how it goes.
CRAIG:	12:49	Yeah. On the research you've been involved in, in neural nets, supervised learning has been very well explored at this point.
YOSHUA:	12:58	Right.
CRAIG:	12:59	Where do you see the future? I mean, a lot of people now are talking about unsupervised learning or reinforcment learning.
YOSHUA:	13:05	And reinforcement learning, that's right.
CRAIG:	13:06	Yeah. You have a project at Mila ...
YOSHUA:	13:09	The baby AI project
CRAIG:	13:10	The baby AI project. Exactly.
SAMY:	13:13	It's not a baby anymore!
YOSHUA:	13:14	Well, so we had a first version like six years ago and the techniques were not ready. Today, we have something, but it is also showing that the current level of understanding of the world, the best machine learning systems have, is completely insufficient to do things that are really very easy for even babies. And so the good news is you don't need like huge data from Google or Facebook or whatever to explore those problems. There are lots of really hard problems that you can explore in toy environments that can be simulated fairly cheaply. So that's one of the things we are doing. There's a lot of conceptual questions in machine learning and even theoretical questions that academia can handle without having huge means. That being said, at Mila, we're very lucky because we've been extremely well funded. So compared to other labs in the world, in academia, we're doing quite well in terms of equipment. And in terms of data, you know, there's a lot of data that is out there for free and anybody can go and gather web pages from the Net. And there's lots of public datasets that scientists use. Even people in industry use those data sets because they want to be able to compare their algorithms with other researchers from the community.
CRAIG:	14:28	Right. Are you both going in that direction? Away from supervised learning?
YOSHUA:	14:31	Let me start by saying that the phrase 'deep learning' and that the ideas there really came about with unsupervised learning methods. So unsupervised learning methods were the first ones that allowed us to train deep networks. And then around 2010, 2011 there was a switch where we realized that we could - in fact, thanks to some we did in my group - we didn't need these unsupervised learning techniques. We could train directly supervised models that are very deep and then the industrial applications started coming very quickly, with computer vision, speech recognition, machine translation and you know, things like that. But it's not going to be enough for human level AI, like humans don't need that much supervision.
CRAIG:	15:11	That's right.
SAMY:	15:11	I think also it's not just supervised and unsupervised. There's multiple things in the middle. There's self-supervised, there's reinforcement learning, for sure. There's many ways to get supervision cheap from the data you already have. So it became a much more complex space, I think. But what links all of that is more about how do you represent the data in a better way so that it can actually solve some task, either the one you have at hand on or further, later. So representation learning is actually becoming more central.
YOSHUA:	15:40	Well, we created a conference, Yann Lecun and I created a conference, called International Conference on learning Representations, because we thought that the crux of deep learning was about representations and how you learn them. And still today and for many years this is going to, you know, become a central question in AI.
CRAIG:	15:57	I should stay on the topic, but I want to ask you about the intersection between machine learning and neuroscience.
YOSHUA:	16:03	Oh sure. The reason I got into this field in the first place is because I fell in love with the hypothesis, which is still a hypothesis today, that there might be a few fairly simple principles like the laws of physics, which could explain both our intelligence, animal intelligence, and could help us build intelligent machines.
YOSHUA:	16:22	So like the laws of physics, there would be something fairly simple that we can explain, understand. Of course, the consequences of those simple principles could be extremely complex because our brain is extremely complex. And very likely for this hypothesis to make sense, those principals would have a lot to do with learning because you may have a fairly simple learning procedure, but now it can learn very complicated things. That's what our brain does. And so, I've always been interested in the intersection between brain sciences and AI. So brain sciences I'm saying because that includes neuroscience but also cognitive science and even things like, one of the things I'm interested in these days is child development. In other words, learning from how humans are intelligent and that has been from many decades way before I started an inspiration for neural nets. I mean the name, neural nets, comes from there, from the fifties. One of the questions I've been working on for the last five years or so is, 'is there a biologically plausible analog of backpropagation for the brain?'
YOSHUA:	17:24	So backpropagation is the main algorithm we are using in neural nets and deep learning and it works extremely well. But for many decades it was thought that it was not plausible that the brain couldn't do that for all kinds of technical reasons. So a number of researchers like myself, we've been trying to find somewhat different ways of achieving the same result, but that would be more compatible with what we know about the brain.
CRAIG:	17:47	I want to ask you about equilibrium propagation. There isn't a pass through the neuron and then a pass back.
YOSHUA:	17:54	No, it's the neural net settling two answers and then reacting to signals that tell it about the errors it's making and then using the difference between the two states when it was making a prediction and then it got some feedback to infer how to change the neurons, how to change the weights of the neurons.
CRAIG:	18:15	Do you feel like this is a field of research that is progressing or,
YOSHUA:	18:19	Yeah, I'm pretty excited about the progress we've made and to the point where now we're starting to do actual experiments on animals, to test some of these theories. So there's still a long way because unfortunately being able to monitor what is going on in the brain is difficult at the level of individual neurons or even more synapses, which we don't know how to do yet. But I think we've reached a point where the theory is sufficiently advanced that we can start testing it in real brains.
CRAIG:	18:46	Hmm. That's fascinating. Are you also working on that? Is that an area that you've worked on?
SAMY:	18:51	Not I'm not really touching neuroscience, but touching more representation learning in general and sometimes applied to vision, speech translation, but also a bit of robotics nowadays, so but not neuroscience. Our team is about trying to explore machine learning and deep learning in general to more understanding what can we do, what doesn't work, why it doesn't work to really more fundamental research of machine learning, but not particularly targeting any relation or necessarily a relation with the brain. It stays at the level of inspiration. What interests me today is not just developing a new algorithm, but more just trying to understand what's currently going on and what are the limits. I'm also fascinated not particularly by the dangers of adversarial training, but more about what it says about our understanding of training neural networks. Our poor understanding of what works and what doesn't so, and again it's about understanding.
CRAIG:	19:45	That neural nets are in fact very fragile...
SAMY:	19:48	They are in fact fragile, so it might not learn the functions we think we learn.
YOSHUA:	19:51	They're working in a way that is very different from humans, so they seem to have a very superficial understanding of the underlying causes that humans understand. It's that they capture low level clues that work well on the training data or even the training distribution, like the test data. But when you then take those trained systems and you show them something like adversarial examples, which are weirdly modified, or you bring them to a different country, often it doesn't work that great. But humans are very good at that kind of generalization, which is across different types of distributions.
CRAIG:	20:26	Yeah, yeah. I had a fascinating conversation with a guy named Julian Togelius at NYU who uses video games and he talked about this problem, that neural nets are trained on a specific instance. They become very good at that instance, but you change even
YOSHUA:	20:44	The lighting, for example
CRAIG:	20:45	the aspect ratio or lighting and it breaks down. Because, in fact, there are no neural nets that at this point can really generalize, is that, right?
YOSHUA:	20:53	No, no. They do, they do.
SAMY:	20:54	It depends on what you mean by generalize.
YOSHUA:	20:54	So they do generalize to examples that are from the same distribution. So they're, like, let's say, we collect images from the setting in the same city. It will work if you collected data for a whole year and then you know the next year you can use it around the same places. It's going to work quite well. It's pretty amazing. But maybe if you've been doing this in California and then you want to use your network in Montreal, the weather is so different, if you're building self driving cars, for example, that you're going to be in trouble.
SAMY:	21:23	It generalizes enough that we can actually do real applications. Recognizing objects in photos that were never seen before, that works, as long as the photos are similar to the ones that were used for training. So that still enough to do something.
YOSHUA:	21:36	And so if you're a company and you want to build a system that's going to be robust. Well, you're going to train it in many different places, for example, and you're going to use all kinds of techniques to show to the network the kind of variations, deformations that could happen. So it could be robust to these things.
SAMY:	21:51	But we shouldn't be fooled by the fact that it works for what we do today. We investigate for when it doesn't work because that's the goal.
CRAIG:	21:59	Of course
SAMY:	21:59	Not just saying, oh, it seems to work. Let's try to understand when it doesn't work and why and what's missing. Is it just data? Is it the algorithms? Is it limitations that we just can't solve? I think these are critical.
CRAIG:	22:13	There's been enough done in the research institutes, that it's going to take decades to implement and for it to work through the economy.
YOSHUA:	22:21	No, no. I think much faster.
CRAIG:	22:25	Oh, is that right?
SAMY:	22:25	With the kind of you libraries that are now available. It's very quick and we see it in companies like Google, but Facebook does the same, to go from an idea that is implemented in a very simple framework to go like in a matter of few months to a product that is actually used by millions of people.
YOSHUA:	22:40	So I want to mention because he's talking about the libraries that we have an interesting connection there because I started library called Theano, with, of course, my students who did most of the work, and he started a library called Torch, whose descendant is now PyTorch and he's been involved in TensorFlow, which is
SAMY:	22:58	inspired by...
YOSHUA:	22:58	inspired a lot by Theano. So there's a lot of - but, that's how science proceeds as well. We get inspired by each other's work.
CRAIG:	23:06	That's right. But it's not often it's within a family, you know. Are your parents still with us?
YOSHUA:	23:12	Yes. Yes.
CRAIG:	23:13	They must be amazed.
YOSHUA:	23:14	Yes, yes. My mother especially.
CRAIG:	23:17	Do they understand any of this stuff?
SAMY:	23:18	High level, I think.
YOSHUA:	23:20	They understand that it's highly mediatique because they get to see a lot of it.
CRAIG:	23:23	Well, the reason is, it's transformative.
YOSHUA:	23:26	That's right.
CRAIG:	23:27	Do you have any futurist vision?
YOSHUA:	23:30	Yeah, so, I think that there is a responsibility for researchers like us to not just do our very important research, very technical, but also think about how what we're doing is starting to have an impact on society and that we can play a role in how this is going to unfold, that we have a voice, we have some authority because where we are in our careers and that we can participate in the debates in our society about what do we want to do with this technology.
YOSHUA:	24:00	It's not just data privacy. There are like really ethical questions involved and in fact that is why in Montreal we at Mila have been working with philosophers and economists and legal people and medical people to develop what is called the Montreal Declaration for the Responsible Development of AI. And it has 10 principles and 60 sub principles and a lot of thinking and trying to articulate what we should do with this technology and what we should not do. It sounds easy, but it's not. These ethical principles are going to come sometimes in contradiction with the desire to sell more products or some military ambitions, right? So ethics is about trying to reconcile opposite values and objectives and where we have to find the right balance. So stating these things and making sure that there's a real rational discussion about them is very, very important.
SAMY:	24:51	I'd like to add as well that companies are also very interested in that, and a few months ago Google also wrote their AI principles, which basically states about the same, what we can do, what we shouldn't do, what other positive things that AI can do and what are the negative things that we should be careful about and not work on or not favor when we have a choice.
CRAIG:	25:11	But algorithms once they're created and released into the wild can't be ...
YOSHUA:	25:16	No, I disagree. So think about airplanes and airlines, right? They are under very strict regulations because governments are aware that they need to regulate and provide a common playing field for all the companies even though it costs them something to deal with all those security issues. At the end of the day, it is better for everyone, for, of course, the passengers, and for all the companies, that there's an international agreement about what is acceptable and what is not acceptable. And I think something like this needs to happen for AI as well. It's never going to be perfect. There will be rogue states, there will be rogue companies, but if we at least have a consensus on what is right and what is wrong, then we can do things like, you know, certifying products. We do this in many fields. There's no reason why we couldn't do it in AI as well.
CRAIG:	26:00	Yeah, that's right. I guess it's the rogue, it is the hacker community. Those are the things that I worry about.
YOSHUA:	26:06	But that's always possible. Think about any industry, right? Somebody can take progress in chemistry and use it to kill people, but that's criminal. That's, you know.
CRAIG:	26:17	In your lifetimes, what do you hope to achieve?
YOSHUA:	26:20	I'm always after understanding every day that my understanding of the things I'm studying improves, it makes me feel good. And I don't have a crystal ball. I'm going to continue trying to understand.
CRAIG:	26:31	And Samy?
SAMY:	26:32	Same.
CRAIG:	26:32	Same. And you're going to see each other more often.
YOSHUA:	26:35	We try. Well, he comes to Montreal every Christmas.
SAMY:	26:39	We also see each other at conferences that we either coordinate or run
YOSHUA:	26:42	The main places we meet are the conferences.
CRAIG:	26:44	Okay. I've probably run out of semi intelligent questions. Yeah, it was great. I really appreciate it.
CRAIG:	26:52	That's it for this week's podcast. I want to thank Yoshua and Samy for their time. For those of you who want to go into greater depth about the things we talked about today, you can find a transcript of this show in the program notes along with a link to our Eye on AI newsletters. Let us know whether you find the podcast interesting or useful and whether you have any suggestions about how we can improve.
CRAIG:	27:18	The singularity may not be near, but AI is about to change your world, so pay attention.

